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Abstract-The Mobile Ad hoc Network (MANET) is an autonomous syst of mobile nodes connected
wireless links. Each node operates not only asndrsgstem, but also as a router to forward pacKéis.node:
are free to move about and organize themselvesaimetwok. These nodes change position frequently.
main classes of routing protocols are proactivactiee and hybrid. A reactive (-demand) routing strategy
a popular routing category for wireless ad hocirmutlt is a relatively new routing philosay that provides a
scalable solution to relatively large network taygés. The design follows the idea that each noés to
reduce routing overhead by sending routing packéenever a communication requested. W have chosen
to evaluate AODV,DSR ahDSDV theoretically. We have done on the simutattm AODV,DSR and DSD?
and analyze the results through the simulation dhas® some quantitative performance metisuch as
throughput, packet delivery ratio, end to end delagt average routing overht andcould be used for furthe

improvements.

Index Terms- - NS2; MANET;AODV ; DSR ; DSDV ; Performance comparison

1. INTRODUCTION

A wireless Adhoc network consists of wirele
nodes communicating without the need for
centralized administration. A  collection
autonomous nodes or terminals that communi
with each other by forming a multi hop radio neth
and maintaining connggity in a decentralize
manner is called an ad hoc netwolt consist of
wireless data communication devices such as laj
and any personal digital assistants are lir
resources anctan be deployed in any locatio
without any fixed infrastructurdcach mobile node |
equipped with wireless interface and communi
one awother by radio or infrared ancacts as
transceiver and intermediate router used to fon
the packets for other noddsrom the source node
the destination node, there can hffedent paths o
connection at a given point of timéeThe node
mobility is a fundamental characteristics and fiet}
changes in their physical location causes
topological change in that temporary netw and
able to handle thabpological change al failure of
nodes. If any node moved out of the network 1
cause link broken, affected node can initializete
discovery againRouting in MANET is a challengin
task to choose a really good route to establist
connection between a source and a nation so that
they can move freely and a comprehen:
performance evaluation [1lis of ad hoc routing
protocols essential.
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Fig. 1.A simple Ad hoc Network with five node

Fig.1 shows a simple ad hoc network consis
five nodes, the node C act as a intermediate i
between set of neighbor nodes AB and DE to forv
the incoming packets within the network. Thereas
direct wireless link between B and D also A an
beause they are not within transmission range |
other. The user data packets reaches destinati
several routers in multiop fashion. Need of efficiel
routing protocol [1]to discover and maintain tt
routes to deliver the data packets between
appropriate source destination pair. The Link s
and distance vector conventional routing proto
are best suited for static topology or network
mobility. The performance of both are entir
dependent on the periodic exchange of col
messagesral performance degradation is mainly (
to increased network size and mobility. Dista
vector protocols may form loops and Link sti[5]
[6] needs high storage and increased communic
overhead. An efficient routing protocol shoul
minimize the commnication overhead such
periodic update messages. Some of the desi
properties of routing protocol are Alternate roy
less routing overhead, Loop f [3] , resource
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consumption secure routing and quality of serv
Based on routing informatiomupdate mechanisr
Routing protocol can be classified as either piigar
or reactive. Proactive protocols attempt to deteer
the routes continuously and all the routes are kn
and made it ready for use. But in reactive prot®
starts the discovery ebute on demand or[3].

2. MANET ROUTING PROTOCOLS

Several routing protocols have been develope!
ad hoc mobile networks [1] [2Such protocols mu:
deal withtypical limitations of these networks whi
include high power consumption, low bandwidth |
high error rates. Desigrof the efficient routing
protocol in the MANET environment is difficu
because of its short live nature and as the net
topologies a dynamically changed. Routil
protocols for MANETs can be broadly classified
follows.

‘ Mobile Ad Hoc Routing Protocols ‘

U U H

Proactive Reactive Hybrid
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Fig. 2.MANET routing protocol

2.1. Proactive Routing Protocol

In the tabledriven or Proactive protocols, there

minimal delay in determining the route to selected.

Some Proactive MANET Protocoise DSDV, DBF,
GSR, WRP, ZRP and FSR.

2.2. Reactive Routing Protocol

Reactiverouting is a popular routing categafor
wireless ad hoc routing. It is a relatively newting
philosophy that provides a scalable solution
relatively large network topologies. The des
follows the idea that each node tries to reducéngt
overhead by only sending routing packets n
communication is requested. Common for mos-
demand routing protocols are the route disco
phase where packets are flooded into the netwo
search of an optimal path to the destination noc
the network. Some Reactive MANET Protoc
include: DSR, AODV and TORA.

2.3. Hybrid Routing Protocol

Based on combination of both Table driven .
On demand routing protocols, some hybrid rou
protocols are proposed to combine advantage of
proactive and reactive protocols. The most tyg
hybrid one is zoneouting protocol is presente

3. AD HOC ON DEMAND DISTANCE
VECTOR (AODV)

AODV is based upon distance vector and reac
routing protocol .In AODV, route is requested wi
needed and does not require nodes to maintaing
to destinations. tl supports multicast routing ai
prevents from Bellman Ford [3tounting to infinity"
problem [2].The freshness of the routerealized by
destination sequence numbeblsing destination
sequence numbers ensures loop freedom and &
to know which ofseveral routes is more fresh.
requesting node always selects the one with
greatest sequence numb&ODV [2] has reduced
number of control messages in the network du
reactive approach only support one route for ¢
destination.The protocol is emposed of the tw
important phasesf "Route Discovery" and "Rou
Maintenance”, which work together to permit
discover and maintain routdsr appropriate pair ¢
source and destination anded aroptimum path for
the reliable delivery of data packet

3.1. Route discovery

Whenever a node need to communicate and t
get route,source node initialize the route discovi
phase andtibroadcast the Route Request (RRI
packet to its one hop neighboasd does not hav
valid route and they rebroadcast it to other ncet
it propagates through entire network. Source r
waits for a RREPand the RRE([1] reaches a node
that either is destination node or node with v
routing information will send dick the Route Repl
(RREP) to source. A route is created to destine
and RREP reaches the source node and choos
route based on less hop count and larger seqt
number if multiple RREP from various nod

Source Destination

> Broadcasting of RREQ

—

Rebroadcasting of RREQ
> RREP

RERR

Link broken

Fig. 3. Propagation of RRE@REP and RERR
packetsn AODV

3.2. Route maintenance
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In this route maintenance phatfeiello messages 4.1. Route discovery
stop arriving from a neighbor beyond some . . . .
predefined time, the link is assumed to be broken, The mechanism by which a sending node obtains a

When a node detects that a route to a neighbor isodergutee;f todgzggr?;ggﬁ ;:: ezc():l:]rcr:]% dt;r?;%;rztss Seioit:'
not valid it removes the routing entry and send q d

RERR message to neighbors and maintain the activly adding own address and rebroadcasting. Source

neighbor lists. This procedure is repeated at nodé'lsOde detects if the topology has changed or if any

. . node moves out of transmission range, no longer
that receive RERR messages. A source that receive 9 9

an RERR or any link failure notification is shareg a llize its route to destination because that nicsled
all nodes and preventing them to sending data usinla a source route [2]. ,‘

that failure route or reinitiate the route discover G

phase again. When a node observes that a route to a ¢«
neighbor no longer valid, it remove the entry and

send a link failure notification ,a triggered rougply

packet [2] to neighbors that are actively using the

route ,indicating them the route is no longer valid

The periodic hello packets adds significant ovedhea

to the protocol.

Type [§] | Reserved 16] | Hop count 8] Fig. 5. Routing caches for DSR after route
Broadcast Id [32] discovery phase.
Destination address [32]
Destnation sequence no [32] From the Fig.5 ,the source node C broadcasts the
Source address [32] RREQ packet to its neighbor A gnd G and G
rebroadcast the received RREQ to its neighbor H,B
Source sequence no [32] and D and node H responds to RREQ and has valid
route to destination F. Destination node copiegerou
Fig. 4. RREQ format. into a Route-reply packet and sends it back to Gour

C. All source routes learned by all the intermealiat

In Fig.4 shows the format of RREQ it containsnodes are kept in route Cache [9] and reducesofost
type of message, reserved for further requirementoute discovery again. If intermediate node receive
number of intermediate node from source toRREQ for destination and has entry for destinaion
destination, broadcast id, destination address amdute cache, it responds and does not propagate
sequence number, source address and sequeriggher.
number in addition with neighbor list and life tirme
RREP format. 4.2. Route maintenance

it

The mechanism by which a sending node detects
4. DYNAMIC SOURCE ROUTING (DSR) that the network topology has changed and its rmute
) ) _ destination is no longer valid. If any problem wih
DSR [8] is class of reactive protocols permitSyoyte in use, a route error is send back to thelesen
nodes to dynamically discover a route across thger receiving this packet, the hop error will be
multiple network hops to any destination. It is M getached from the node's route cache: all routes
to AODV in that it establishes a route on-demanqgnaining the hop are reduced at that point. DSR [1
when a transmitting mobile node requests On&joes not required the periodic hello packet (becon

However, it uses source routing instead of reldng  ansmissions, which are used by a node to infesm i
the routing table at each intermediate device. '%eighbors of its presence.

source routing, whereby all the routing informatien

maintained (continually updated) at mobile nodas$ an

each packet in its header carries complete list df. DESTINATION SEQUENCE DISTANCE
intermediate nodes through which the packet must VECTROR (DSDV)

pass. No need maintain up to date routing informati o pegtination Sequence Distance Vector is the

a;l intermediate godgs and nr? perlﬁ?'c routingyest known protocol for a proactive routing scheme
advertisements [9] between them. There is NQny paseq on the classical Bellman-Ford routing
periodic_exchange of control packets so that th§,o nanismDSDV [4] is based on distance vector

overhead is reduced. and routing decision taken by hop count as cost
metric. The basic improvements made include
freedom from loops in routing tables, more dynamic
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and less convergence time. It requires each noei@ ne
to periodically broadcast routing updates andagtik
sequence number to tag every route and largest
number is desirableeach node maintains a routing
table which contains list of all known destination
nodes within the network along with number of hops
required to reach to particular nodeach entry is
marked with a sequence number assigned by the
destination node.It requires adequate time to
converge before the route can be used. In the afase
low mobility the required time is less but incremase
with frequent topology changes and overhead and
packet drop also increased.

Fig. 7. Simulation Environment consisting 50
6. SSMULATION METHODOLOGY nodes

The simulation is carried out with the Network The Network Animator (NAM) is an application
Simulator (NS) 2.34 event driven open SOUrcgnat makes it possible to visualize the mobileamd
software on a platform with and Ubuntu 9.10. we,g they move around and send and receive the gacket

define the simulation in the 7000 mx500 m regionyy 11 Screen shot of simulated NAM window can be
random waypoint mobile model[14], network setupseen in Fig.7. Each node is an independent entity

consists of 50 nodes are CBR data sources place@qe and responsible from finding its own location
randomly and transmission range of 250 m moves a4 velocity as a function of time. Node move atbun
constant speeds of 1 m/s. Each simulation run tak%t%cording to a movement pattern specified at the
100 simulated seconds. beginning of simulation.Table.1 specifies the

. parameters are fixed in our TCL script.
6.1. Network simulator-2

Ns-2 [11] is a discrete event simulator targeted at Table 1. simulation parameters
networking research. It provides substantial suppor
for simulation of TCP, routing and multicast Par ameter Value
protocols over wired and wireless networks [12]. A | Simulation area X(m)| 700m
network environment for ad-hoc networks, wireless | Simulation area Y(m)| 500m
channel modules (e.g.802.11), Routing along meitipl | Transmission range 250 m
paths, Mobile hosts for wireless cellular networks. | Mobility speed 10m/s
Ns-2 is an object-oriented simulator written in C++ [ Number of nodes 50
and OTcl. Traffic Type CBR
Mobility model Random way point
— J— Packet Rate 8 packets/sec
T /s Simt_llalion\ oot / éimu_lﬂﬁﬂn\l Simulation Packet size 512 bytes
Simuaton \9}:;{4/ \fg%‘i/ Trace Protocols AODV,DSR,DSDV
%—-— NS2 Shell Executable Command (ns) _.f_:—.__: Simulation Time 50s
T :’Yg’ré;iﬁ’i 6.2. Performance metrics
((Animaion); | (Plotting) The four main performance that are substantially
Hasic architecture of NS. affected by routing protocol they are throughput is
measured by the total received size elapsed time
Fig. 6. Basic architecture of NS-2 between sent and receive, average end-to-end delay

(delay) is the average time from the beginning of a
Fig.6 shows the basic architecture of NS-2. NSpacket transmission (including route acquisition
[12]consists of two key languages: C++ and Objectdelay) at a source node until packet delivery to a
oriented Tool Command Language (OTcl). While thedestination, packet lost is data packets dropped in
C++ defines the internal mechanism (i.e., a backendetwork when a intermediate node is overloaded and
of the simulation objects, the OTcl sets up simiafat cannot accept any incoming data at a given moment
by assembling and configuring the objects as well aand packet delivery ratio (PDR) is calculated @rfr
scheduling discrete events. the ratio of number of data packets sent from the
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source to the number of data packets receivedeat tiprotocols is very less. However DSR is performs

destination. well. There is a constant delay in AODV since iedo
not require nodes to maintain routes to destination
that are not actively used. The increase in detay f

7. RESULTSAND DISCUSSION DSDV also comes from the increased time that the

The following simulations results have shown thapackets must stay in buffer.
performance of a routing protocol varies widely

across different performance differentials Packet loss comparison
14000 AODV DSR DSDV
Throughput comparision 12000
100
» 10000 3
AODV DSR DSDV 7))
@ 80 S 8000 a
< 3]
= < 6000 —
5 60 ©
a S 4000 — ——
<
S 40 2000 l \ |
= B G —
c / 0 __'_I—I—I—I—I—I_%__I—/I_%_—
= 20
0 1 1 5101520253035404550
0 Simulation time (s)
0 1 51015 20 25 30 35 40 45 50 Fig. 10. comparison of packet lost

Simulation time (s)

) ) Fig.10. illustrates the DSDV is dropping a large
Fig. 8. comparison of throughput fraction of the packets. Both AODV and DSR are
rather constant, the fraction of received packeniy
Fig. 8 shows the result shows that the throughplecreasing  slightty ~when  simulation  time
for AODV DSR and DSDV. At the stating of jycreases9].
simulation time the performance of both AODV and
DSR is get closer and at the end AODV is slightly

better than DSR. Thus AODV [1] will have a better Packet Delievery Ratio
throughput with increased simulation timBSDV 120
drops a larger fraction of packets and can be seen WAODV  mDSR DSDV
the larger decrease in throughput. 100
End to end delay comparision 80 -
0.002 pdr (%)
DSDV DSR AODV 60 - i
o 0.0015 40
_? .
° .\ 20 1
< 0.001 |—
5 \ 0
2 J—
5 0.0005 | - 5 10 15 20 25 30 35 40 45 50
A / simulation time (s)

1 5 10 15 20 25 30 35 40 45 50 Fig. 11. Packet delivery ratio
simulation time (s) The above chart (Fig.11) represents the variation

of packet delivery ratio with increasing simulation

) ) time and the delivery ratio for all the protocots i
Fig. 9.comparison of delay always greater than 60 percent and in Table 2
) o summaries and compares the PDR for all the three

DSR has increased spike in delay at regulafouting protocolsThe values given in the table.2 is
intervals after 15 s in the simulation time as show  getermined at 25 s. The AODV and DSR are higher

Fig.9. The difference in delay between thesebacket delivery ratio than DSDV.
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Table 2. Parameters obtained during simulation exep5s.

Parameters AODV DSR DSDV
Average Throughput 62729 62908 46799
Minimum delay 0.002683 0.002683 0.002702
Maximum delay 0.050503 0.283547 0.022594
Average delay 0.004635 0.003952 0.003424
Total AGT packets sent 3696 3696 5377
Total AGT packets received 3241 3114 3738
Total AGT packets dropped 428 582 1639
Packet delivery ratio 87.68939 84.25324 69.51831
Workshop Mobile Computing Systems and
8. CONCLUSION Applications" (WMCSA '99), Feb. 1999
The protocols that we have been analyzed pp.90-100.
theoretically and experimentally are AODV ,DSR [3] C. Cheng, R. Riley, and S. P. R. Kumar, "A loop
and DSDV. DSDV is the only protocol evaluated free extended bellman-ford routing protocol
from proactive type. This paper provides without bouncing elect,” Proceedings of the
explanation and simulation analysis also provides ACM SIGCOMM, vol. 4, pp. 224- 236,
a classification of these protocols according ® th Sep. 1989.
routing strategy. There is many similarites [4]C.E. Perkins and P. Bhagwat, "Highly
between reactive AODV and DSR both have a DynamicDestination Sequence-Vector Routing
route discovery phase that request messages to (DSDV) for Mobile Computers,
find new routes. The difference is that DSR is Computer Communication Review", vol. 24,
based on source routing and will learn more routes no.4, 1994, pp. 234- 244,
than AODV and supports unidirectional links. It is  [5]Martha Steenstrup, "Routing in communication
observed that the performance of AODV and DSR networks". New Jersey, Prentice Hall. ISBN
protocol is better than proactive DSDV routing 0- 13-0752-2.
protocol. So DSR and AODV could be used as a [6]Theodore S.Rappaport, "Wireless
base protocol when we focus to design a new Communications: Principle and Prentice". New
routing protocol for MANET. Jersey, Prentice Hall ISBN 0-13-375536-3.
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